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Sensazione e percezione
Un esempio dal tatto

• Immaginate di mettere la 
mano nella borsa di 
qualcun altro

• Il fatto di avere 
sensazioni tattili alla cute 
non significa 
necessariamente sapere 
quali oggetti sono 
contenuti nella borsa



Sensazione e percezione
Un esempio dalla vista

Liu Bolin, 2012
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Liu Bolin, 2012

Un esempio dalla vista



Sensazione e percezione
Qualità dell’informazione in ingresso

Liu Bolin, dalla mostra «Visibile Invisibile», MUDEC 2019
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Sentire i suoni
Trasduzione nell’

A

Tratto da un video della SIEMENS (https://vimeo.com/104394641)



«Posso offrirti un caffè?»

Un cane 
abbaia

Una sirena suona

[ sirena ]

[ parlato ]

[ abbaiare ]

[ scena acustica ]

I suoni provengono 
da eventi distinti

Nell’orecchio si 
sovrappongono

Il cervello deve 
separarli

Per distinguere gli 
oggetti acustici
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La scena acustica
Dipanare la matassa dei suoni

https://spectrum.ieee.org/consumer-electronics/audiovideo/deep-learning-reinvents-the-hearing-aid



La crema della mia mamma è buonissima

Questa estate andrò in campeggio

+

Per gli spettrogrammi ringrazio la Dr. Chiara Visentin (Dipartimento di Ingegneria, Università di Ferrara)

La scena acustica
Tracce acustiche da dipanare
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La scena acustica
Tracce acustiche da dipanare



La scena acustica
Completare ciò che manca

Immagine adattata da Bregman, 1981

Completamento amodale visivo Completamento amodale acustico



1. Non esiste una soluzione unica per 
interpretare il segnale che arriva alle orecchie: 
servono ipotesi a priori

Es.: suoni che hanno fluttuazioni in ampiezza fra loro 
correlate provengono dalla medesima fonte

2. Gli oggetti acustici si sviluppano nel tempo, 
quindi occorre cogliere elementi di 
continuità

Esempio: frequenza, timbro, ritmi, spazio

3. Una volta creati gli oggetti e i flussi acustici 
devono essere selezionati dall’attenzione 

La scena acustica
Come fa il cervello a organizzare la scena acustica?

Bregman, 1994; Shin-Cunningham et al., 2017



[ scena acustica ]

La scena acustica
Il ruolo chiave dell’attenzione acustica

Eramudugolla et al., 2005
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«Presta attenzione ai 
suoni, dimmi se noti 

un cambiamento nella 
scena acustica»

Senza istruzioni



[ scena acustica ]

La scena acustica
Il ruolo chiave dell’attenzione acustica

Eramudugolla et al., 2005
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Senza istruzioni

Con istruzioni

«Presta attenzione al 
violoncello, dimmi se 

cambia la sua presenza 
scena acustica»

tempo



[ scena acustica ]

La scena acustica
Come fa il cervello a organizzare la scena acustica?

Shin-Cunningham et al., 2017



La scena acustica
Chi fa fatica ad ascoltare nella scena acustica?

Tutti coloro che hanno problemi d’udito, 
anche se portano protesi acustiche o impianti cocleari, 

E persino una parte di coloro che non hanno problemi uditivi*

*Stima: 12% negli USA (Tremblay et al., 2013)



L’impianto cocleare

Wilson, 2019 (video tratto da un video preparato da Advanced Bionics)



Dorman & Gifford, 2017 (da Spahr et al., 2007)

Per le persone con impianto cocleare è più difficile 
ascoltare nel rumore rispetto agli udenti

sentence recognition in the quiet and noise conditions. Noise,
however, had a large effect on the CI listeners. Performance
in quiet, although poorer than normal, was high with a mean
score of 82% correct. In noise, performance plummeted to
54% correct at +10 dB SNR and 36% correct at +5 dB
SNR. Statistical analysis revealed a significant effect of
listening condition with scores in quiet, +10 dB, and +5 dB
all being significantly different from one another. Thus, noise
levels that cause no deficits in performance for listeners with
normal hearing produce significant deficits for CI listeners.

The Mechanism
In broad outline, signal processing for CIs involves

stages of (a) bandpass filtering of the signal into n continuous
bands, (b) estimation of the energy in the bands, and (c) gen-
eration of pulses that are proportional to the energy in filter
bands (for reviews, see Wilson et al., 2016; Zeng, Rebscher,
Harrison, Sun, & Feng, 2008). The pulses are directed to
electrodes in tonotopic fashion; that is, the outputs of
filters with high center frequencies are directed to more
basal electrodes and the outputs from filters with lower
center frequencies are directed to more apical electrodes.

Modern CIs have 12–26 physical electrodes and can
create many more virtual pitch percepts and/or channels
(e.g., Donaldson, Dawson, & Borden, 2011; Wilson,
Lawson, Zerbi, & Finley, 1992). If cortical processing
regions responded to the energy at each electrode as a
separate channel of stimulation and information, then it
is very likely that the problem of speech understanding
in noise, illustrated in Figure 1, would be very much less-
ened. However, this is not the case.

For example, Fishman, Shannon, and Slattery (1997)
configured a CI signal processor to output to one, two,
four, seven, 10, or 20 electrodes. Sentence understanding
reached approximately 70% correct with four electrodes
activated, and performance did not increase significantly
with seven, 10, or 20 electrodes activated. Replications
and extensions of this experiment have reported asymp-
totic performance, most generally, with activation of four

to eight electrodes (e.g., Friesen, Shannon, Baskent, & Wang,
2001; Kiefer, Von Ilberg, Rupprecht, Hubner-Egner, &
Knecht, 2000; Lawson, Wilson, & Zerbi, 1996; Wilson,
1997). Thus, the number of functional or independent
channels in a CI is far fewer than the physical number of
electrodes. This is relevant to the problem of speech under-
standing in noise because tests in noise with listeners with
normal hearing using vocoder simulations of CIs show that
the fewer the channels, the greater the impact of a fixed
level of noise (e.g., Dorman, Loizou, Spahr, & Maloff,
2002). If CI listeners have access to only four to six chan-
nels of information, then, in the absence of other technolo-
gies, performance in noise will be poor.

In the following sections, we describe approaches to
improving speech understanding in noise by CI recipients.

Add Visual Information
In the United States, speech understanding in quiet,

or in noise, by CI listeners is evaluated, with very few
exceptions, in auditory-only test environments. On the
other hand, CI listeners report that, most of the time, they
can see the face of the person with whom they are conversing
(Dorman, Liss, et al., 2016). It is difficult to imagine any
listener, especially one with hearing loss, purposely closing
their eyes in a restaurant or cocktail party, indeed in any
noisy environment, while attempting to understand speech.

Visual information provides significant value for
speech understanding in noise with improvements up to
15 dB in speech reception threshold even for listeners
with normal hearing (Sumby & Pollack, 1954). Figure 2,
using data from Dorman, Liss, et al. (2016), displays speech
understanding in a multitalker babble environment (with
collocated speech and babble) for unilateral and bilateral
CI recipients in auditory-only and in audiovisual condi-
tions. The data indicate that improvements of 30 to 40 per-
centage points in sentence understanding in noise can be
obtained when visual information is added to the auditory
information (e.g., Desai, Stickney, & Zeng, 2008; Gray,
Quinn, Vanat, & Baguley, 1995; Kaiser, Kirk, Lachs, &

Figure 1. Speech understanding in quiet and in noise (multitalker babble) by normal hearing listeners and by cochlear
implant (CI) recipients. Error bars represent ±1 standard deviation. AzBio = sentence material; SNR = signal-to-noise
ratio; NH = normal hearing.
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L’impianto cocleare
La difficoltà di ascoltare nel rumore



Cristofari et al., 2017

• Le persone fra i 6 
e i 18 anni sono 
esposte al parlato 
nel rumore almeno 
4-5 ore al giorno

parlato + rumore

L’impianto cocleare
La difficoltà di ascoltare nel rumore



1. Non esiste una soluzione unica per 
interpretare il segnale che arriva alle orecchie: 
servono ipotesi a priori

Ma l’impianto cocleare rende meno udibili le differenze 
fra i suoni

2. Gli oggetti acustici si sviluppano nel tempo, 
quindi occorre cogliere elementi di 
continuità

E’ difficile localizzare i suoni con l’impianto cocleare

3. Una volta creati gli oggetti e i flussi acustici 
devono essere selezionati dall’attenzione

Una capacità che è possibile allenare!

L’impianto cocleare
Perché è così difficile ascoltare nel rumore con un impianto cocleare?

Litovski et al., 2017



Come possiamo migliorare l’ascolto in rumore?
Due approcci complementari



Pisoni, 2003). It is important to note that visual information,
as shown in Figure 2, can improve scores even when the
scores in auditory-only test conditions are very high, for
example, between 80% and 90% correct.

Add a Noise Reduction Strategy
The signal processors in the most recent generation of

CIs have access to the outputs of two omnidirectional micro-
phones mounted on a single CI case. The difference in time
of arrival of a noise source at the two microphone locations
can be used to steer maximum sensitivity to the front of the
listener and to attenuate inputs to the side and back. Devices
of this type are termed beamformers and have long been
available for hearing aids (e.g., Peterson, Wei, Rabinowitz,
& Zurek, 1990) and more recently for CIs (e.g., Buechner,
Dyballa, Hehrmann, Fredelake, & Lenarz, 2014; Spriet
et al., 2007; Wolfe et al., 2012). In an adaptive beamformer,
phase information is used to steer a null, or maximum atten-
uation, toward a noise source, and the location of the null
will vary as a function of the noise location. For a review
of noise reduction strategies for CIs, see Kokkinakis, Azimi,
Hu, and Friedland (2012).

Adaptive beamformers are most effective with well-
defined noise sources and less so with diffuse noise sources.
This is shown in Figure 3, which displays the sentence under-
standing scores of 10 unilateral CI recipients using the MED-
EL ASM 2.0 microphone system in two noise environments.
Results from a diffuse noise environment are shown in the
left-hand panel (redrawn from Dorman, Natale, & Loiselle,
in press). In this environment (the R-SPACE listening envi-
ronment; Revitronix, Braintree, VT), directionally appro-
priate noise (recorded in a restaurant) was output from eight
loudspeakers surrounding the listener, including the speaker
from which the target sentences were presented. Noise levels
were adjusted for each listener to drive performance in the

omnidirectional microphone condition down to less than
50% correct. Implementation of the adaptive beamformer
produced a 23-percentage-point advantage in speech un-
derstanding relative to an omnidirectional microphone.

In Figure 3 (right-side panel), data are shown for a
complex environment in which two noise sources were
used. In this environment, termed the cocktail party, target
sentences (female talker) were output from the front loud-
speaker, whereas continuous distracter sentences (two dif-
ferent male talkers) were output from speakers at ±90°.
Implementation of the adaptive beamformer improved
performance by 37 percentage points relative to an omni-
directional microphone.

The largest gains in intelligibility in noise can be
obtained when CI listeners have access to a remote micro-
phone system. Figure 4 shows the performance of 10 ex-
perienced unilateral CI recipients fit with an adaptive
beamformer (Phonak UltraZoom; Hehrmann, Fredelake,
Hamacher, Dyballa, & Büchner, 2012) and a digital mod-
ulation microphone system (Roger Pen, Phonak AG). The
R-SPACE restaurant environment was used but with no
noise at 0°, that is, from the speaker from which the target
sentences were output. Noise levels were adjusted for each
listener to drive performance in the T-Mic condition down
to less than 50% correct. At this noise level, implementa-
tion of the adaptive beamformer produced a 21-percentage-
point improvement in performance. The Roger Pen afforded
an impressive 42-percentage-point improvement—a score
that doubled the benefit provided by the beamformer and
was within 10 percentage points of the listeners’ performance
in quiet. For other reports using remote microphones, see, for
example, Schafer and Thibodeau (2004) and Wolfe, Morais,
Schafer, Agrawal, and Koch (2015).

Figure 2. Percent sentence recognition for cochlear implant listeners
in noise (multitalker babble) in an audio-alone condition and in an
audio-plus-visual condition (data from Dorman, Liss, et al., 2016).

Figure 3. Speech understanding in noise for cochlear implant
listeners in a diffuse noise field (restaurant noise) and in a field
with point sources for noise (different talkers) at ±90° to the listener
(i.e., the cocktail party environment). Dotted line separates data
collected in the two listening environments. Error bars represent
±1 standard deviation. Omni = omnidirectional microphone; Adaptive =
adaptive beamformer.
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Come possiamo migliorare l’ascolto in rumore?
Attraverso la tecnologia



Healy et al., 2013

Integrare la tecnologia di 
riconoscimento dei flussi 
acustici dentro protesi e 
impianti migliora l’ascolto 
in rumore

Come possiamo migliorare l’ascolto in rumore?
Attraverso la tecnologia



Come possiamo migliorare l’ascolto in rumore?
Attraverso il sistema cognitivo
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Visual Contribution to Speech Intelligibility in Noise* 
W. H. Su•s• ^s• IRwin PO•XACK 

Human Factors Operalions Research Laboratories, WasMngton 25, D.C. 
(Received November 5, 1953) 

Oral speech intelligibility tests were conducted with, and without, supplementary visual observation of 
the speaker's facial and lip movements. The difference between these two conditions was examined as a 
function of the speech-to-noise ratio and of the size of the vocabulary under test. The visual contribution 
to oral speech intelligibility (relative to its possible contribution) is, to a first approximation, independent 
of the speech-to-noise ratio under test. However, since there is a much greater opportunity for the visual 
contribution at low speech-to-noise ratios, its absolute contribution can be exploited most profitably under 
these conditions. 

INTRODUCTION 

N many practical work situations, the standard 
criteria for speech interference levels, based upon 

laboratory articulation test procedures, may be mis- 
leading. This condition is the result of several factors, 
two of which are the subject matter of the present 
study: the information associated with the class of 
possible messages and the contribution of visual factors 
to speech intelligibility. 

First, if only a small number of possible messages 
may be communicated, we can tolerate higher noise 
interference levels than if the class of possible messages 
is large. 1 And, second, if visual factors supplementary 
to oral speech are utilized, we can tolerate higher noise 
interference levels than if visual factors are not 
utilized? 

This study considers the interaction of these two 
factors. Specifically, we shall examine the contribution 
of visual factors to oral speech intelligibility as a func- 
tion o[ the speech-to-noise ratio and the size of the 
possible vocabulary. 

APPARATUS AND PROCEDURE 

1. Experimental Variables 
The experimental variables manipulated were: the absence or 

presence of supplementary visual observation of a speaker's lips 
and facial movements, the speech-to-noise ratio under test, and 
the size of the vocabulary under examination. 

2. Speech Materials 
The speech materials employed were 256 bisyllabic words of 

the spondaic stress pattern, e.g., cupcake, baseball. These words 
were chosen because they were less subject to inter-speaker 
variation than other classes of words examined. 

Vocabularies of 8, 16, 32, 64, and 128 words were randomly 
selected from the entire group of 256 spondees. Test lists of 25 

* Reproduction for any purposes of the U.S. Government is 
permitted. The writers wish to thank Mr. John Schjelderup for 
his assistance with the experimental equipment and A/3C Paul 
BarinEet for his assistance with tabulation of the experimental 
data. This report is a condensation of an HFORL report written 
by the first author with the guidance of the second author. 

t Blow at the University of Virginia, Charlottesville, Virginia. 
t Miller, Heise, and Lichten, J. Exptl. PsychoL 41, 329 (1951) 

especially Fig. 2, p. 333. 
a j. j. O'Neill, unpublished doctoral dissertation, The Ohio 

State University, 1951. 

and 50 items were then constructed from each restricted vocabu- 
lary-source. A different ordered series was assembled for each 
group of subjects and for each testing-session. 

In a series of supplementary tests, words of three different 
lengths were considered--monosyllables• spondees, and trisyl- 
lablie phrases. This series was designed to test the generality of 
the findings to other speech materials. The trisyllabic phrases were 
constructed by combining a spondee and a monosyllable ]nto a 
meaningful pair with equal speech stress on each syllable, e.g., 
"hardware store." 

3. Speech Signal 
Trained speakers read the lists of spondaic words into a sus- 

pended microphone (RCA 88-A). A high quality auditory system 
(+i db between 25 and 20 0130 cps) was employed between the 
microphone and earphones (Permofiux PDR-8 mounted in 
doughnut cusMons). The over-all speech level was measured in 
terms of the average peak deflection of a Daven VU meter. The 
signal levd was monitored at a constant level by a test supervisor. 

4. Noise 

Noise, derived from a gas-tube source, was mixed electrically 
with the speech signal. It was uniform in level per cycle in the 
frequency band of 20-10 000 cps. The level at the listener's ears 
was db S.P.L., based upon an overall reading of a Daven VU 
meter. A S/N ratio of 0 db was defined in terms of an equal 
overall reading of each of the two signals upon the VU meter. 
The speech-to-noise ratio was varied by holding the noise levd 
constant and varying the speech level. 

5. Test Procedure 

Before each test list was presented, the speaker recited the test 
vocabulary in order to define the words under test. A reference 
list, alphabetically arranged, of the test vocabulary was furnished 
to the subject. The speed of reading was determined by the 
subjects' response rate. If a word was not clearly received, the 
subjects were instructed to select a word from the restricted 
vocabulary on the basis of any marginally available cues. The 
order of presentation of the various tests conditions was varied at 
random. No carrier sentence was used. In its place, a warning 
light was turned on approximately one second before each word 
was read. Immediately after each test list, each subject corrected 
his own test responses. 

6. Subjects 
Six subjects were seated about a table in a group. Their average 

distance from the speaker was five feet. Each subject wore a tight 
fitting headset. Each subject handheld the cushion nearest the 
speaker in order to insure negligible direct air transmission over 
the noise background. 
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Half of the subjects watched the speaker's facial movements 
as he spoke (auditory and visual presentation); the other haft 
faced away from the speaker (auditory presentation alone). 
Each subject alternated between the two listening conditions. 
A total of 129 subjects--enlisted military and civilian laboratory 
personnel and undergraduate university students--participated. 
No special practice in lip-reading was given and all had normal 
auditory and visual acuity. In the supplementary test series, 
nine university undergraduate students were employed. 

RESULTS 

Speech intelligibility scores, under conditions of 
auditory presentation alone, are presented in Fig. 1 
as a function of the speech-to-noise ratio. The parameter 
is the size of the vocabulary under test. In general, 
speech intelligibility decreases as the speech-to-noise 
ratio is decreased and as the size of the vocabulary is 
increased. However, little further change in speech 
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Fro. 1. Speech intelligibility under conditions of auditory 
Fresentation alone as a function of the speech-to-noise ratio under 
test. The parameter on the curves is the size of the vocabulary 
(spondee words) under examination. Each point in Figs. I and 2 
represents the average results for 450 determinations pooled over 
subjects. 

intelligibility is observed as the size of the vocabulary 
under test is increased beyond 64 words. a 

A parallel examination of the results associated with 
combined auditory presentation and visual observation 
of the speaker is presented in Fig. 2. The major relation- 
ships of Fig. 1 are again obtained. The outstanding 
difference, however, is the higher resistance to noise 
for bisensory presentation. This finding is illustrated 
by the gentler slopes of the empirical functions of Fig. 2. 

For each experimental condition, the difference 
a Thi• latter finding is contrary to that obtained by Miller, 

Heise and IAchten. They found contiuued decrements in perform- 
ance as the si2e of the vocabulary was extended from 32 to 1000 
words. The discrepancy is due, we suspect, to the fact that our 
subjects' check lists were arranged in an arbitrary (alphabetic) 
fashion, whereas, Miller's were arranged in logical groupings of 
common vowel sounds. Thus, for larger vocabularies, our lists 
were probably of little value to the subject. See: Miller, Heise, 
and Lichten, Reference 1. 
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SPEECH-TO-NOISE RATIO IN DB 

Fro. 2. Speech intelligibility under conditions of simultm•eous 
auditory presentation and visual observation of a speakeds 
facial movements as a function of the speech-to-noise ratio under 
test. The parameter on the curves is the size of the vocabulary 
(spondee words) under examiuation. 

between the average intelligibility associated with 
auditory presentation alone and that associated with 
bisensory presentation is presented in Fig. 3. The 
major relationship presented in Fig. 3 is that this 
difference-score increases as the speech-to-noise ratio 
is decreased. Specifically, when the speech signal is 
inaudible and where only visual factors operate (SIN 
ratio of -30 db), the differences between the intelligi- 
bility scores associated with the two experimental 
conditions range from 40 percent for the 256-word 
vocabulary to 80 percent for the 8-word vocabulary. 
In contrast, under noise-free conditions, there is little 
difference in the intelligibility scores associated with 
the two test conditions. 

Each difference-score may be regarded, alternatively, 
as the contribution of visual observation of the speaker's 
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SPEECH-TO-NOISE RATIO IN DB 

F[(;. 3. The difference between the speech inte!ligibility scores 
under conditions of bisensory presentation (Fig. 2) and auditory 
presentation alone (Fig. 1) as a function of the speech-to-noise 
ratio under test. The parameter on the curves is the size of the 
vocabulary (sportdee words) under test. 
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Half of the subjects watched the speaker's facial movements 
as he spoke (auditory and visual presentation); the other haft 
faced away from the speaker (auditory presentation alone). 
Each subject alternated between the two listening conditions. 
A total of 129 subjects--enlisted military and civilian laboratory 
personnel and undergraduate university students--participated. 
No special practice in lip-reading was given and all had normal 
auditory and visual acuity. In the supplementary test series, 
nine university undergraduate students were employed. 

RESULTS 

Speech intelligibility scores, under conditions of 
auditory presentation alone, are presented in Fig. 1 
as a function of the speech-to-noise ratio. The parameter 
is the size of the vocabulary under test. In general, 
speech intelligibility decreases as the speech-to-noise 
ratio is decreased and as the size of the vocabulary is 
increased. However, little further change in speech 
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Fro. 1. Speech intelligibility under conditions of auditory 
Fresentation alone as a function of the speech-to-noise ratio under 
test. The parameter on the curves is the size of the vocabulary 
(spondee words) under examination. Each point in Figs. I and 2 
represents the average results for 450 determinations pooled over 
subjects. 

intelligibility is observed as the size of the vocabulary 
under test is increased beyond 64 words. a 

A parallel examination of the results associated with 
combined auditory presentation and visual observation 
of the speaker is presented in Fig. 2. The major relation- 
ships of Fig. 1 are again obtained. The outstanding 
difference, however, is the higher resistance to noise 
for bisensory presentation. This finding is illustrated 
by the gentler slopes of the empirical functions of Fig. 2. 

For each experimental condition, the difference 
a Thi• latter finding is contrary to that obtained by Miller, 

Heise and IAchten. They found contiuued decrements in perform- 
ance as the si2e of the vocabulary was extended from 32 to 1000 
words. The discrepancy is due, we suspect, to the fact that our 
subjects' check lists were arranged in an arbitrary (alphabetic) 
fashion, whereas, Miller's were arranged in logical groupings of 
common vowel sounds. Thus, for larger vocabularies, our lists 
were probably of little value to the subject. See: Miller, Heise, 
and Lichten, Reference 1. 
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Fro. 2. Speech intelligibility under conditions of simultm•eous 
auditory presentation and visual observation of a speakeds 
facial movements as a function of the speech-to-noise ratio under 
test. The parameter on the curves is the size of the vocabulary 
(spondee words) under examiuation. 

between the average intelligibility associated with 
auditory presentation alone and that associated with 
bisensory presentation is presented in Fig. 3. The 
major relationship presented in Fig. 3 is that this 
difference-score increases as the speech-to-noise ratio 
is decreased. Specifically, when the speech signal is 
inaudible and where only visual factors operate (SIN 
ratio of -30 db), the differences between the intelligi- 
bility scores associated with the two experimental 
conditions range from 40 percent for the 256-word 
vocabulary to 80 percent for the 8-word vocabulary. 
In contrast, under noise-free conditions, there is little 
difference in the intelligibility scores associated with 
the two test conditions. 

Each difference-score may be regarded, alternatively, 
as the contribution of visual observation of the speaker's 
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Sumby & Pollack, 1954



Come possiamo migliorare l’ascolto in rumore?
Attraverso il sistema cognitivo

Dorman & Gifford, 2017 (dati da Dorman et al., 2016)

Ad esempio, vedere il 
volto e le labbra del 
parlante migliora 
l’ascolto in rumore 
anche per le persone 
con impianto cocleare

Pisoni, 2003). It is important to note that visual information,
as shown in Figure 2, can improve scores even when the
scores in auditory-only test conditions are very high, for
example, between 80% and 90% correct.

Add a Noise Reduction Strategy
The signal processors in the most recent generation of

CIs have access to the outputs of two omnidirectional micro-
phones mounted on a single CI case. The difference in time
of arrival of a noise source at the two microphone locations
can be used to steer maximum sensitivity to the front of the
listener and to attenuate inputs to the side and back. Devices
of this type are termed beamformers and have long been
available for hearing aids (e.g., Peterson, Wei, Rabinowitz,
& Zurek, 1990) and more recently for CIs (e.g., Buechner,
Dyballa, Hehrmann, Fredelake, & Lenarz, 2014; Spriet
et al., 2007; Wolfe et al., 2012). In an adaptive beamformer,
phase information is used to steer a null, or maximum atten-
uation, toward a noise source, and the location of the null
will vary as a function of the noise location. For a review
of noise reduction strategies for CIs, see Kokkinakis, Azimi,
Hu, and Friedland (2012).

Adaptive beamformers are most effective with well-
defined noise sources and less so with diffuse noise sources.
This is shown in Figure 3, which displays the sentence under-
standing scores of 10 unilateral CI recipients using the MED-
EL ASM 2.0 microphone system in two noise environments.
Results from a diffuse noise environment are shown in the
left-hand panel (redrawn from Dorman, Natale, & Loiselle,
in press). In this environment (the R-SPACE listening envi-
ronment; Revitronix, Braintree, VT), directionally appro-
priate noise (recorded in a restaurant) was output from eight
loudspeakers surrounding the listener, including the speaker
from which the target sentences were presented. Noise levels
were adjusted for each listener to drive performance in the

omnidirectional microphone condition down to less than
50% correct. Implementation of the adaptive beamformer
produced a 23-percentage-point advantage in speech un-
derstanding relative to an omnidirectional microphone.

In Figure 3 (right-side panel), data are shown for a
complex environment in which two noise sources were
used. In this environment, termed the cocktail party, target
sentences (female talker) were output from the front loud-
speaker, whereas continuous distracter sentences (two dif-
ferent male talkers) were output from speakers at ±90°.
Implementation of the adaptive beamformer improved
performance by 37 percentage points relative to an omni-
directional microphone.

The largest gains in intelligibility in noise can be
obtained when CI listeners have access to a remote micro-
phone system. Figure 4 shows the performance of 10 ex-
perienced unilateral CI recipients fit with an adaptive
beamformer (Phonak UltraZoom; Hehrmann, Fredelake,
Hamacher, Dyballa, & Büchner, 2012) and a digital mod-
ulation microphone system (Roger Pen, Phonak AG). The
R-SPACE restaurant environment was used but with no
noise at 0°, that is, from the speaker from which the target
sentences were output. Noise levels were adjusted for each
listener to drive performance in the T-Mic condition down
to less than 50% correct. At this noise level, implementa-
tion of the adaptive beamformer produced a 21-percentage-
point improvement in performance. The Roger Pen afforded
an impressive 42-percentage-point improvement—a score
that doubled the benefit provided by the beamformer and
was within 10 percentage points of the listeners’ performance
in quiet. For other reports using remote microphones, see, for
example, Schafer and Thibodeau (2004) and Wolfe, Morais,
Schafer, Agrawal, and Koch (2015).

Figure 2. Percent sentence recognition for cochlear implant listeners
in noise (multitalker babble) in an audio-alone condition and in an
audio-plus-visual condition (data from Dorman, Liss, et al., 2016).

Figure 3. Speech understanding in noise for cochlear implant
listeners in a diffuse noise field (restaurant noise) and in a field
with point sources for noise (different talkers) at ±90° to the listener
(i.e., the cocktail party environment). Dotted line separates data
collected in the two listening environments. Error bars represent
±1 standard deviation. Omni = omnidirectional microphone; Adaptive =
adaptive beamformer.
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• Ascoltare la scena acustica è un compito 
complesso che richiede capacità percettive 
e cognitive

• Questa è la sfida per tutti coloro che vivono 
condizioni di ipoacusia

• Due approcci complementari: aiuto dalla 
tecnologia e addestramento delle capacità 
cognitive

Conclusioni



Conclusioni

• Il cervello umano è una macchina per 
apprendere

• Contiene modelli dell’ambiente costruiti 
sulla base di tutte le informazioni disponibili

• Non sottovalutiamo mai questa possibilità! 



Grazie per l’attenzione
francesco.pavani@unitn.it
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